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1 Introduction

Over the last decades, companies and or-
ganizations have gradually built up an IT
environment for supporting their infor-
mational and operational needs, very of-
ten resulting in numerous islands of ap-
plication processing and information
systems. The fragmentation into system
islands now poses a problem, and inte-
gration as well as interoperability of dis-
parate systems becomes a primary goal in
order to increase work productivity, stre-
amline business processes, or allow in-
formation exchange and collaboration
between departments, organizations and
business partners.

The task of business integration, as it
is often called, is dominated by the need
to reuse existing, possibly autonomous
systems, components, or information
sources and has to overcome both distri-
bution and heterogeneity of the applicati-
on and information systems involved.
Techniques and approaches to achieve in-
tegration can be divided into four major
categories [JMPO02].

* Portals are used to provide a single
entry point to applications and infor-
mation sources “on-the-glass” th-
rough an integrated end user interface
that may be personalized and tailored
to specific needs or usages. Often, a
single sign-on capability is supported
that permits the automatic propagati-
on of identifying user information
across different systems.

* Business process integration attempts
to orchestrate application processing
tasks by integrating them as activities
into business processes that may span
organizational and company bounda-
ries. Workflow management techno-
logy and business process modeling
are employed to achieve this goal,
and XML as well as web services are
becoming increasingly important as a
means to access applications and ex-
change information between (sub-)
flows in a uniform manner.

» Application integration focuses on
wiring together applications or com-
ponents that need to be aware of each
other for various reasons because
they work on similar or complemen-
tary aspects of the same problem.
Middleware technologies for distri-
buted object computing and message-
oriented processing are heavily used
in this space and application connec-
tors or adapters serve as key concepts
to expose the capabilities of (legacy)
application systems and make them
available to the middleware servers.
Data exchange and data transformati-
on are common tasks to be performed
here, and XML is becoming more and
more important in this context as
well.

* Information integration aims at (logi-
cally or physically) bringing together
various types of data from multiple
sources such that it can be accessed,
queried, processed and analyzed in
an integrated and uniform manner. In
a nutshell, the central goal of infor-
mation integration is to support a ho-
listic view of all the data within an en-
terprise and, to some extent, across
enterprises.

Usually, business integration requires a
combination of the above described ap-
proaches. As a consequence, providing a
holistic view on integration technology
across the various tiers becomes increa-
singly important. Supporting such a view
requires common, integrated support for

* tooling that simplifies the building of
an integrated IT environment and
supports the development and the in-
tegration of new components,

* administration of the overall system,

* monitoring services across the diffe-
rent system layers.

The focus of our paper is on information
integration (IT). Both research and indus-
try are putting significant efforts in provi-
ding II techniques and solutions (see
[H402, IBM02, JMP02, MS02] for an
overview of some of these efforts). In this

paper, we describe the goals to be achie-
ved by providing an II management sys-
tem and some challenges that need to be
overcome. Section 2 focuses on a de-
scription of II requirements. We then in-
troduce a high-level architecture of an II
management system that can fulfill these
requirements in section 3. Subsequently,
we describe different phases of develo-
ping a concrete II system, focusing pri-
marily on the role of meta-data services
during these phases.

2 Information Integration
Requirements

Our goal is to provide a middleware sys-
tem (II management system) that

* lets applications access the informati-
on required as if it were physically
stored in a local, single database, re-
gardless of the form and location re-
quested and regardless of the quality
of service needs (e.g. timeliness of in-
formation),

+ offers sophisticated services for sear-
ching, transforming and analyzing
the integrated information, and

« offers a comprehensive set of services
enabling II systems to interact with
other middleware systems (e.g. mes-
saging systems and web services).

This goal is tremendously ambitious.
Few organizations find that all of the in-
formation they need is readily available.
Information is typically scattered throug-
hout the enterprise in a wide variety of lo-
cations, data stores, and representations.
Once you have access to the information,
using combinations of data in meaningful
ways is itself a challenge. The results
may themselves need to be analyzed and/
or transformed into the desired final rep-
resentation and delivered to the location
specified.

The benefits, however, make this set
of challenges worthwhile to overcome -
across a wide variety of industries. For
example, information integration can
help in the following scenarios.

* Companies would like to combine
real-time, operational and historical
information to make better decisions.

* Medical researchers need to combine
and correlate diagnosis and treatment
data across multiple clinical informa-



tion systems.

* Manufacturers have to determine
parts availability across a set of facto-
ries.

* Banks want to report total risk expos-
ure across several lines of business

Achieving these benefits requires both an
II management system and the develop-
ment process to use it, which should be
supported by an accompanying set of
tools. A number of requirements need to
be addressed in order to make informati-
on integration a reality [DLMWZ02].
These can be described best along three
central dimensions that contribute to the
complexity of information integration
[IMPO02, SLI0].

* Heterogeneity of data characterizes
the fact that various degrees of struc-
ture and structural variation of the
data must be supported. Information
integration needs to cover structured,
semi-structured, and unstructured da-
ta. Such data is typically represented
in different data models or formats,
including relational data, XML (data-
oriented or document oriented), or
text documents and multi-media ob-
jects (e.g., image, video, audio data)
in various formats. In order to achieve
integration, flexible mapping and
transformation functionality between
these data representations is required
and dependencies among data in dif-
ferent representations need to be rep-
resented. Moreover, approaches for
managing such data, as well as mani-
pulation and search/retrieval capabi-
lities, which differ significantly for
each kind of representation, need to
be supported as well.

» Federation and distribution of data
relates to the fact that information to
be integrated is contained in an incre-
asing number of different, possibly
autonomous data sources throughout
an enterprise. To perform integration,
one can consolidate information in a
single data store, usually resulting in
a (mostly read-only) data store that is
not connected back to the original
sources containing the operational
data. This approach may involve ad-
ditional steps to transform and/or
cleanse the data. An alternative ap-
proach is the use of federated query

capabilities that allow to leave the
data in the respective data sources
and transfer data to the integration en-
gine as needed. Obviously, both ex-
tremes have pros and cons, depending
on application requirements such as
performance, timeliness of data, etc.,
and both need to be available as alter-
native solutions. In both cases, the au-
tonomy of existing data sources must
not be disturbed and existing applica-
tions accessing these sources must
not be impacted.

* An increasing desire to produce busi-
ness intelligence from the data is one
of the key drivers of information inte-
gration. Complex analysis, aggregati-
on, and mining operations over incre-
asingly heterogeneous data needs to
be performed in order to harvest valu-
able information that helps drive
business decisions or provides com-
petitive advantage. Analysis can be
either applied to single information
items or to collections of information
items. Operations like scoring or clas-
sification fall under the first category,
operations like clustering and asso-
ciation mining under the second.
Operations of the first category are
often used in an active analysis con-
text, i.e. they are triggered by new or
changing data or other events, possib-
ly incorporating current or historical
information. This requires the tight
integration of these analysis opera-
tions into the II management system.
Other analysis scenarios benefit from
flexible support of asynchronous pro-
cessing paradigms, especially if the
analysis cannot be performed at
transactional speed or if it needs hu-
man interaction for example in order
to deal with exceptions. Different
analysis and mining techniques exist
for different degrees of data hetero-
geneity, and information integration
promises to bring these techniques to-
gether and enhance the overall out-
come by being able to combine and
correlate heterogeneous data and ana-
lysis results.

Additional requirements arise in the area
of interoperability (e.g., with other midd-
leware systems in an overall business in-
tegration architecture) and programming

interfaces for accessing information inte-
gration services. An Il management sys-
tem needs to provide means for a robust
and flexible exchange and transformati-
on of information, based on open, plat-
form-independent standards. In this con-
text, powerful support of XML for storage
and information exchange, as well as
web-services is a must. Moreover, an Il
management system needs to be able to
work within a larger context of business
processes and EAI architectures.

3 Towards an Information
Integration Architecture

Figure 1 illustrates a possible architecture
to fulfill the requirements listed above.
The overall system can be divided into
three major component sets [RWKNO02].

The foundation tier provides capabi-
lities for storage of heterogeneous data in
various formats. Persistent storage of re-
lational data, which has recently been ex-
tended by complex object-relational
structures and large objects [ISO99] is
complemented by a native XML storage
capability for storing XML data and do-
cuments. In a similar manner, search and
indexing capabilities to support SQL are
complemented by equivalent capabilities
to support XML Query [CCF+02, Ch02]
and to search over unstructured data like
text or images [BR99]. In contrast to the
precise SQL-type search, content-speci-
fic search for unstructured data is typical-
ly fuzzy and applications are often inte-
rested in “the best n” matching objects
only [SCKO02]. A flexible crawler sup-
port is available to get to the unstructured
data to be indexed, regardless whether
this data is stored in the II system, the
web or an intranet. Basic transformations
that map data from one representation
into a different one have multiple usages,
such as view support (in combination
with federated access) or data warehou-
sing and replication. Other types of trans-
formations are used for realizing map-
pings between different data models. Th-
rough the definition of view and
transformation capabilities, mappings
between relational data and XML can be
established which can then be exploited
to, for example, query relational data
using the XML Query language [SS+00,
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Figure 1: II Management System Architecture

SK+01, FKSSWO02]. Access to foreign
data sources is supported through federa-
ted query capabilities, which employ
wrapper technology to pull data from fo-
reign sources into the integration engine
in an optimized manner [TS97,
MKTZ99, HLR02, MM+01, MM+02,
Wi93]. While federated search over
structured data usually involves optimi-
zed processing of possibly complex que-
ries with joins or aggregations over tables
residing in multiple data stores, federated
search over unstructured data is usually a
union-style search ranging over a more
loosely coupled federation of search en-
gines, comparable to a free-text search
over web content as provided by search
engines like Google or Altavista
[SCKO02]. With respect to external data,
the federation model is not the only one
to be supported. A URL-based linking
scheme is highly desirable to be able to
point to external data, such as files or do-
cuments, without (logically or physical-
ly) introducing the content into the data
store [RWKNO2]. As one example, con-
tent management applications can benefit
from this functionality by storing meta-
data or description data of as well as refe-
rences to media objects in the data store,
leaving the referenced content itself out-
side the data store on special media object
servers, e.g. for streaming videos. Va-

rious degrees of control for linked data
could be supported through such a me-
chanism without impacting URL-based
application processing logic that works
with the actual content. The concept of
data links in SQL MED [MM+0l,
MM+02, ISO01] is one example of how
links to external data can be supported in
the above sense. Additional capabilities
supported as part of the foundation tier
include replication and caching capabili-
ties [LKM+02]. Using a combination of
federation, replication, and view materia-
lization techniques, data from federated
sources may be cached or materialized
locally to improve access to the data. Dif-
ferent variations for implementing update
operations on such data are possible. The
support for data caching as defined above
can therefore be seen as a “variable knob”
that introduces a wider range of choices
for data placement.

The integration services tier provides
support for numerous capabilities related
to producing “intelligence” from integra-
ted information. Sophisticated analysis
and mining technology, both for structu-
red as well as semi-structured or unstruc-
tured data, can be employed to achieve
this goal [BR99, FPSU96]. One example
of this approach is defined in SQL MM,
Part 6, Data Mining [ISO03], which de-
scribes the integration of data mining ca-

pabilities into the SQL engine from a lan-
guage perspective. Realizations of this
standard are already beginning to emerge
in data base products [[BMO1]. Additio-
nal functions are provided that are impor-
tant in the content management area,
such as a folder-based models, or support
for document-oriented access control,
check-in/check-out, and versioning me-
chanisms. Moreover, support for work-
flow and messaging is provided at the in-
tegration services layer. This support is
twofold in the sense that these services
are available inside the II management
system to (1) initiate and coordinate in-
formation integration tasks and opera-
tions (e.g., data exchange and transfor-
mation steps) in a robust and reliable
manner, but also (2) to ensure that infor-
mation integration tasks can participate
in more general business processes and
can interoperate with applications and
system components using reliable mes-
saging services. Arbitrary web services
can be called from within an II system
(e.g., a web service returning the stock
price of a company can be called from
within SQL or XML Query) and arbitrary
II operations can be called as a web ser-
vice (e.g. an II query returning analysis
results can be transformed into a web ser-
vice).

Access to the services of an informa-
tion integration system is possible th-
rough a heterogeneous set of program-
ming models, application programming
interfaces, and query languages. In addi-
tion to SQL as the standard for querying
and manipulating structured relational
data, support for XML is provided th-
rough extensions to SQL defined in the
SQOL/XML standard [ISO03b] as well as
through native XML query support,
which is currently being standardized as
XML Query by the W3C [CCF+02]. Mo-
reover, to better support applications
working with unstructured data, content-
specific programming models and query
languages need to be offered as well.
Queries, as well as other II service re-
quests, may be submitted to the II ma-
nagement system through various inter-
faces, such as standard, call-level APIs
such as ODBC [ODBC] or JDBC [JD-
BC], but also (either directly or indirect-
ly) via web services or asynchronous cli-



ent capabilities based on messaging.

Across the three component sets, the
II management system offers administra-
tion and control services as well as too-
ling that supports to build the concrete II
systems and to add new integration ser-
vices, e.g. new mining operations. In the
same manner, meta-data will be discove-
red, stored, reused and exploited throug-
hout the IT management system across the
different component sets, as explained in
the following section. In addition, meta-
data services are highly important for up-
per layers in an overall integration ar-
chitecture. For example, a business pro-
cess integration layer needs this meta
data to better understand where to get
which data, how to combine it, and how
to exploit the services offered.

Most of the individual components
and technologies included in our II ma-
nagement system architecture have recei-
ved a lot of attention from a research and
product development perspective in the
past and the results obtained can there-
fore be reused or generalized for our pur-
poses. Especially the field of federated
databases [SL90, LMR90, MKTZ99],
and related areas such as data integration
[Ha03, H&a02], schema integration
[C002], and schema matching [RBOI1]
have received a lot of attention over the
last years. (The references given here
provide an overview of these areas; they
are by no means exhaustive.)

However, some of the components
and services outlined above still need ad-
ditional research efforts, and the combi-
ned use of these technologies results in
additional challenges. Especially areas
such as native XML and unstructured do-
cument support require attention to arrive
at a consistent and flexible data model
and query language. Standards-related ef-
forts such as XQuery or WebDAV [Web-
DAV] are only a beginning and a lot of
open problems still need to be solved. For
example, an explicit notion of collections
of XML documents or fragments, as well
as support for updates has been not been
addressed in the XQuery specification
yet, and research in this area is still fairly
immature. Transactional semantics of
operations across federated data sources,
synchronized backup and recovery, a uni-
form privacy and security model across a

multitude of systems, as well as general
query and  operational performance
aspects in the presence of huge data volu-
mes and increasing numbers of data sour-
ces are other areas that still require a lot
of focus. Related to performance aspects,
the notion of autonomic computing and
self-tuning capabilities for II is an espe-
cially challenging one, due to the increa-
sed complexity of the overall II system.

4 Towards an Information
Integration Model

Developing an II system that uses the ca-
pabilities described above requires sup-
port for various development phases, du-
ring which different types of meta-data
are collected and created. This support
should be provided through a set of tools
that accompany the II management sys-
tem. In the remainder of this section, we
take a closer look at these phases and the
kind of meta-data required.

There are three basic steps to develop
an Information Integration system (see
Figure 2): Discover, Design, and Deploy.
Once a business problem has been defi-
ned, we begin our integration work by
first discovering what is available and
how it relates to solving our problem. The
design phase focuses on designing all of
the elements of the solution that need to
be crafted yielding a logical design that is
then deployed onto one or more physical
topologies. Information developed du-
ring this process should be maintained as
meta-data to facilitate the implementati-
on of future projects.

Discovery is essentially collecting
different kinds of metadata. To address
the specific information integration
needs, we need to find candidate data
sources, the catalogs of schemas within
those sources, libraries of transformati-
ons and pre-existing mappings that could
be relevant. Information about data sour-
ces, the schemas they contain and other
properties can sometimes be discovered
automatically but will more often be en-
tered manually. Some sources such as
DB2 and Informix have discovery proto-
cols that can simplify the job of locating
relevant information. Some organizations
maintain directories of data sources using
LDAP or other technologies. Such direc-

Design

\ Deploy

Figure 2: Developing an II System

tories can greatly facilitate the discovery
of candidate data sources. Discovered
metadata (or in some cases links to this
metadata) is stored in a registry for sha-
ring, lifecycle management, and analysis.
This catalog of interesting metadata is
then used during the design phase as then
analyzed during the design phase.

The goal of the design phase is to de-
velop the integration strategies and tech-
niques that can satisfy our integration
problem. During integration design, we
derive the relationships among the data
and their schemas. From an understan-
ding of these relationships we can deter-
mine how to map heterogeneous sources
into a common logical schema. This
mapping may indicate the need for data
transformations to convert data types,
map values from one domain into ano-
ther, or even to improve data quality th-
rough cleansing. The degree of transfor-
mation required is one of the many fac-
tors that guide an integration designer to
choose to use a federation or movement
integration strategy. Table 1 below lists a
number of other characteristics. It is often
desirable to combine federation and mo-
vement - one approach is through the use
of caching techniques that use movement
technology to maintain a local cache of
data within the integration server and at
the same time define nicknames for di-
rect, federated access. Applications can
dynamically choose to either use the ca-
che or federated access depending upon
their requirements. The design activity
results in a logical deployment that may
be realized on one or more integration
servers.

The realization of a logical configura-
tion onto a physical topology takes place
during the deployment phase. During de-
ployment, the logical configuration defi-



Characteristic Federation | Movement

Computationally intensive transformations - +
(cleansing, pivots, etc.)
Access to current data + -
A few common queries asked many times - +
Many varying or ad-hoc queries + -
Information update + -
... and many more

Table 1: Federation and Movement - Design Choices

ned during design is applied to one or
more Information Integration servers.
Multi-server configurations accommoda-
te large volumes of requests. The provi-
sioning of the II environment includes
configuring:

* data capture, transformation, and mo-

vement

« federated access to data sources

* caches over federated sources

* global views and functions

* monitoring and maintenance

Monitoring and maintenance proce-
dures may depend heavily upon the parti-
cular data sources involved. For instance
if there is heavy access to relational sys-
tems it will often be of value to periodi-
cally gather statistics for use by the Infor-
mation Integration server.

Given the description of the three ma-
jor II system design steps, we can now
take a look at the meta-data needed to co-
ver the activities in these steps. The mo-
del presented here can be seen as a refine-
ment of the five-level schema architectu-
re presented in [SL90]. Heterogeneity in
information integration, as discussed
above, clearly leads to the question of
how the data model of an Il management
system would look like. Different types
of applications need different “data mo-
del views” on the same data. For examp-
le, a relational or relational + XML is re-
quired for (extended) relational applicati-
ons, an XML-only for applications
focusing on data exchange and presenta-
tion, or a view containing documents plus
XML or structured meta-data for content

management applications. Independent
of the actual II management system imp-
lementation aspects, a data model suitab-
le for II needs to provide all of these
aspects at the logical DM and API level,
and this heterogeneity also has to be sup-
ported in the meta-data model of the II
management system.

4.1 Data Source Information

An Il meta-data system needs to provide
information describing available data
sources. These could be sources whose
data model matches a model directly sup-
ported by the II management system
(e.g., relational or XML), or sources that
store data in a completely different for-
mat, as well as applications that provide
operations over encapsulated data. Infor-
mation about a source can be at various
semantic levels. A generic data source
description, e.g., would contain general
information such as name, type, and loca-
tion (or access model) of the data source,
as well as a description that characterizes
the data (content) and/or operations avai-
lable from/on the data source. Because
we want to use this information to find in-
teresting data sources across a wide range
of sources, the description needs to be at a
representation level that can cover all
sorts of data sources, regardless of the
data model or format.

At a data model-specific level, an
(optional) data source schema describes
the artifacts (objects, operations) that are
stored in the data source. This may be
based on native meta-data in a format

specific to the data store (e.g., a relational
schema or an XML schema, or a descrip-
tion of operations and parameter objects
in the form of a WSDL file). In addition,
a data source export schema describes
how data source schema objects are made
visible in an II system, thereby forming
the basis for integrating information of
the data source in the Il management sys-
tem. The export schema needs to be spe-
cified in a representation that is specific
to the data model supported by the inten-
ded data source connectivity interface.
For example, this would be a relational
schema, if the data source exposes the
data as SQL/MED foreign tables.

All of the data source meta-data de-
scribed above is created or collected du-
ring the discovery phase of II system de-
velopment.

4.2 Logical Information
Integration Schema

The first major task in the design phase of
an II system is to create a global informa-
tion schema that describes a consistent
and integrated model of the data or enti-
ties coming from the various heterogene-
ous sources as well as relationships and
dependencies among them. This task usu-
ally involves a range of schema integrati-
on and schema matching technologies, as
well as the use of ontologies to resolve
syntactic and semantic heterogeneity.
The resulting dependencies are represen-
ted in the logical II schema as mapping
information, which can be further divided
into intra-data model (intra-DM) and in-
ter-DM mapping information. Intra-DM
mapping information describes how ob-
jects (probably from a DS export schema)
map to a different representation within
the same data model, whereas Inter-DM
mapping information characterizes how
the same “object” appears in the different
data model. For example, user-defined
(or default) mappings of relational tables
into XML fall under this category. The
mapping information may include additi-
onal enhancements, such as explicit ru-
les, algorithms or transformation steps to
support (bi-directional) updates of infor-
mation.

While the discussion so far has focus-
ed on the structural aspects, behavioral



aspects need to be covered as part of the
logical schema as well. Operations sup-
ported by foreign data sources (e.g., th-
rough interfaces to legacy applications)
need to be characterized, and mapping as
well as relationship information needs to
be represented as well. This information
can then be used to provide federation
support not just for queries and updates,
but also for the invocation of user-defi-
ned routines defined in the II model.
Further generalizations that support the
combined use of foreign functions in
flows are an interesting direction to ex-
ploit such capabilities [HHO02, LR02].

With respect to relationships and de-
pendencies represented at the logical II
schema level, it is also important to em-
phasize that representation needs to abs-
tract from various kinds of implementati-
on techniques, such as view, triggers, etc.
that can be used to maintain or implement
the relationship.

4.3 Physical Information
Integration Schema

The second major task during the design
of an I system is to decide how to actual-
ly realize the logical II schema. This in-
cludes choices whether, for any given
data object or representation, federated
access or data movement strategies are
employed. The same data representation
may be available both as a federated data
object and materialized/cached, however
with different properties in terms of time-
liness of the data. Depending on the cho-
sen (combination of) strategies, the same
mapping information stored in the logical
II schema may be used to create nickna-
mes and views on foreign data, or replica-
tion schedules to materialize copies of the
data, or both.

In the same manner, update depen-
dencies may be covered by view definiti-
ons and/or triggers of different type (e.g.,
instead-of vs. update triggers), and might
even involve interaction with foreign ap-
plication systems through function invo-
cation or asynchronous messaging to re-
flect the update in the data source.

For each of the chosen alternatives,
additional operational characteristics
need to be provided, such as schedule in-
formation for replication, caching, or

data warehousing operations.

All of that information is stored in the
physical II schema so that it is available
in the IT system catalogs at run-time to
support the operational components of
the system, and can also be reused if simi-
lar schemas have to be deployed on other
systems.

So far, our definition of II system de-
velopment and related meta-data has fo-
cused mostly on integration aspects ai-
ming at bridging the heterogeneity of
data coming from different sources, or
providing data in a different representati-
on or format. An additional dimension
now opens up when we start looking at
the use of integration services such as
analysis and mining techniques, or the
use of asynchronous messaging and flow
techniques inside the II system, which
start to resemble fundamental aspects of
an I application built on top of our II sys-
tem. In principle, the development of
such an application needs to follow the
same steps outlined above for the II sys-
tem. In other words, the discovery, deve-
lopment , and deployment now need to be
performed to arrive at (potentially appli-
cation-specific) processing steps or ope-
rations that are delegated to the II ma-
nagement system using the above techni-
ques. similar those
processing steps need to be represented
within our II meta-data repository using
appropriate representation, which can
again be divided into logical and physical
aspects.

In a manner,

Despite existing approaches and tech-
niques to represent and manage meta-
data and bridge heterogeneity across
schema information, the definition of a
meta-data model and related meta-data
services to address all of the above re-
mains an unsolved problem. In addition
to the development of a common meta-
data model to cover all of the above
aspects, the support of automated meta-
data discovery is a major challenge that
needs to be addressed to make Il manage-
ment systems successful. A range of tools
is required that helps customers to under-
stand which data is available and how to
combine it. The use of existing, applicati-
on-oriented meta-data (originating, for
example, from integration systems at the
EAI or BPI level) seems to be a promi-

sing direction here. Another aspect is the
support of modeling and collecting per-
formance- and quality-oriented meta-
data to be used for supporting design de-
cisions and performance tuning measures
in the II system. Yet another dimension is
related to supporting or reacting to sche-
ma evolution of data source and II ma-
nagement system schemas.

5 Summary and
Conclusions

One of the major challenges in enterpri-
ses today is to develop applications that
reach out across all the available data in-
side (and to some extent, outside) the
company to combine, query, process and
analyze that data, turning it into informa-
tion assets that help to drive the compa-
ny’s business. We have analyzed the re-
quirements and challenges appearing on
the road to realizing information integra-
tion management systems that provide
the middleware necessary to support such
applications. A high-level component ar-
chitecture for an II management system
was presented, consisting of three major
component sets: foundation, integration
services, and programming model. We
then took a look at the overall process to
be followed during the development of an
II system, using the I management sys-
tem capabilities, with a special focus on
the meta-data required and created in the
steps of the development process. The
ideas presented are partially reflected in
an upcoming commercial system
[IBMO03], which addresses some of the
challenges discussed in this paper and
can provide the basis for building an II
management system along the lines dis-
cussed above.

While a lot of technologies and re-
search results exist to help in the overall
task of information integration, there is
still a tremendous amount of work to be
done to make the II vision a reality. The
approaches presented in this paper provi-
de a good starting point to address the ap-
parent challenges, and future research
will focus on providing concrete soluti-
ons to the remaining open problems we
identified.
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